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The Information Industry has a huge amount of data available with them. This data needs to be 
analyzed and converted into useful information.
insight from data is known as data mining. Our Survey is focused on
by the telecommunication industry. 
various step, the very beginning of  step  is to segment the customers on the basis of  customer’s 
usage of services and custom
different clustering algorithms to find out the best fit for our data and perform the further actions.
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INTRODUCTION 
 

The amount of data available in any industry is increasing day 
by day. This data is made of good use by the companies to find 
out useful customer patterns and improve their business. Data 
mining is the technique used to do this study. As proposed by 
Jiawei Han, data mining is known  for another popularly used 
term, knowledge discovery from data (KDD),many a time 
people get confused data mining with KDD  while data mining 
is just  an essential step in the process of knowledge discovery. 
Association rule, classification, clustering, outlier analysis, etc 
are some of the known methods of data mining. 
important data mining technique is 
Segmentation is the process through which we try simplify the 
complexity faced with various  individualcustomers, each with 
unlike needs and having potential value (Hugh
2002). Traditional customer were segmented with help  of 
method such as experiential classification methods or simple 
statistical methods. The segmentation process can help 
industry to determine the customer behaviour and buying 
patterns for a particular set of customers. An industry provides 
its customers with a lot of packages and offers. A customer can 
choose from a variety of them. We are focusing on the 
telecommunication industry. The various services  provided by 
this industry are data plans, voice calling, message packs, night 
calling plans, international calling, roaming etc.
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ABSTRACT 

Information Industry has a huge amount of data available with them. This data needs to be 
analyzed and converted into useful information. The method used for extracting pattern and getting 
insight from data is known as data mining. Our Survey is focused on

he telecommunication industry. The marketing strategy used  in telecommunication industry has 
various step, the very beginning of  step  is to segment the customers on the basis of  customer’s 
usage of services and customer billing cycle. For segmenting this data, here we are comparing 
different clustering algorithms to find out the best fit for our data and perform the further actions.
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The goal of this survey paper is to compare the following 
clustering techniques: 
 

● K-means Algorithm 
● Hierarchical clustering Algorithm
● Density Based Algorithm
● Expectation Maximization Clustering Algorithm

 
Data mining techniques 

A. K-Means Algorithm 
 
It is the algorithms that can solve the clustering problem that is 
the k-means algorithm. K letter  in k
number of clusters required as per user .  Each value present  in 
the data set is treated as an object that has some location in the 
space. K-means finds partitions such as  objects in a cluster are 
nearer  to each other (as close as possible) and  away from 
objects belonging to other clusters (distance maximum
Tikmani et al., 2015). K-Means clustering algorithm works on 
the idea  that the initial centers are given. Looking for the final 
clusters or centers starts from these initial centers. K points 
from the dataset as the initial cluster centre, putting the sample 
to the class where the nearest cluster center in. Then, the 
distances of all data element
formula, e.g., Euclidean distance, Manhattan, Cosine, 
Chebychev, Minkowski, Tanimoto, etc
Haviluddin, 2016). 
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B. Hierarchical Clustering Algorithm 
 
One of the important fact about H.C.Algo is the formation of 
tree like structure known as dendrograms, which are used b
various application nowadays.  Trees in hierarchical clustering 
algorithm represent data abstracted  at various  different levels. 
The consistency with which clustering solutions provide  
different levels of granularity allows partitions of various 
granularity that is being extracted as when  data analysis 
process is carried out, that’s the reason that they are used for 
interactive exploration and visualization 
George Karypis, 2005). Agglomerative and divisive 
hierarchical clustering are two of the classified method for 
interactive exploration and visualization  .Bottom
down fashion have prominent effect in classification done by 
hierarchical decomposition  (YogitaRani and 
2013). 
 
C. Density Based Algorithm 
 
Density based algorithm  is a type of  partition clustering.  Low 
density region to high density region are the two partitions 
created by density based clustering. Here a cluster is formed as 
when components that are densely connected hence can  grow 
in random direction. One of the important  reason that density 
based algorithms are able to discover clusters of custom shapes 
and provides protection to outliers. (Vivek S Ware
Bharathi, 2013) It has a  need of  only one input parameter and 
supports the user for  determining an appropriate value for 
parameter.  DBSCAN is useful even for large spatial databases
(Martin Ester et al.,). 
 

 

X-axis : algorithms 
Y-axis : time (s) 

 
D. Expectation Maximization Clustering Algorithm
 
EM is a clustering method that is model based. It’s very first 
task is optimizes coordination between the data and functional 
mathematical model. They are very much rely upon the fact 
that the data generated is combination of defined 
distributions. It can be seen as a modified version 
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Clustering Algorithm 

EM is a clustering method that is model based. It’s very first 
data and functional 

mathematical model. They are very much rely upon the fact 
that the data generated is combination of defined probability 

be seen as a modified version of the 

Lloyd's algorithm. It is very much repetitive in nature and it’s 
pretty much sure to get maximized solution
(BhagyashreeUmale and Nilav, 
 
Following are the reasons to choose EM 
(Osama Abu Abbas, 2008): 
 

● It consist of strong statistical basis.
● Database size is linear. 
● It shows robustness towards noisy data.
● It could take n number of cluster as input.
● Capable of handling  high dimensional.
● If initialization is good it’s handling is fast.

 
Comparision 
 
Raj Bala et al. in the paper “A Comparative Analysis of 
Clustering Algorithms” uses a 'Bank' dataset which was 
downloaded from web.thecomparison of algorithms is as 
follows (RajBala et al., 2014): 
 
Conclusion 

The parameters accuracy and time are used to compare the 
algorithms. It is observed that the hierarchical algorithms takes 
more time to form clusters and is less accurate than k
but more accurate than the other two algorithms. K
other hand takes the least time and is the most accurate 
algorithm to perform data clustering.
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