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ARTICLE INFO                                   ABSTRACT 
 

 

In this paper, we propose an intelligent and robust system for forest fire 
detection using wireless sensor network. The intelligent system consists 
of three different neural network classifiers to overcome the problem of 
training and testing under conditio
aim of using three classifiers in the intelligent system is that 
classification in this forest fire context is extremely important as the 
cost of misclassification using a single classifier is very high. Hence, a 
combination of thei
which provides a representation of epistemic plausibility overcomes 
weaknesses exhibited by anyone classifier to a particular data set and 
helps to detect the forest fire accurately. The com
provides a higher accuracy in detecting and forecasting forest fire more 
promptly. The experimental results show the combination approach 
yield better accuracy in predicting the forest fire.
 
 

 

 
 

 
 

INTRODUCTION 
 

Forests play a crucial role for sustaining the human 
environment and Forest fires are among the largest 
dangers for forest preservation It is widely reported 
that a total of 77,500 wildfires burned 6,790,000 
acres in USA during the year 2004. Hence, it is 
necessary to detect and predict forest fire more 
promptly and accurately in order to minimize the 
loss of Forests Wild animals and Peoples in the 
Forest fire. It is a well known fact that the satellite 
based monitoring is a popular method to detect 
Forest fire now (Li et al., 2000).  
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But, the 
of satellites 
satellite based forest fire detection. More over, the 
difficulty of using Satellites based method is that it 
can not forecast forest fires before the fire is s
uncontrollable. The architecture of Wireless sensor 
Network is shown below for forest fire detection as 
Wireless sensor networks have been attracting 
many research efforts during the past few years and 
have been used in a variety of applications such
habitat 
Wireless Sensor networks are usually composed of 
a few sinks and a large quantity of inexpensive, 
small and efficient sensor nodes which are densely 
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In this paper, we propose an intelligent and robust system for forest fire 
detection using wireless sensor network. The intelligent system consists 
of three different neural network classifiers to overcome the problem of 
training and testing under conditions of insufficient and noisy data. The 
aim of using three classifiers in the intelligent system is that 
classification in this forest fire context is extremely important as the 
cost of misclassification using a single classifier is very high. Hence, a 

ination of their beliefs by Dempster– Shafer evidence combination 
which provides a representation of epistemic plausibility overcomes 
weaknesses exhibited by anyone classifier to a particular data set and 
helps to detect the forest fire accurately. The combination approach 
provides a higher accuracy in detecting and forecasting forest fire more 
promptly. The experimental results show the combination approach 
yield better accuracy in predicting the forest fire. 

But, the very long scan period and low resolution 
of satellites restrict the use and effectiveness of the 
satellite based forest fire detection. More over, the 
difficulty of using Satellites based method is that it 
can not forecast forest fires before the fire is spread 
uncontrollable. The architecture of Wireless sensor 
Network is shown below for forest fire detection as 
Wireless sensor networks have been attracting 
many research efforts during the past few years and 
have been used in a variety of applications such as 
habitat monitoring, forest fire detection etc., The 
Wireless Sensor networks are usually composed of 
a few sinks and a large quantity of inexpensive, 
small and efficient sensor nodes which are densely 
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deployed in a forest. Sensor nodes collect 
measured data (e.g. Temperature, Relative 
humidity) and send to their respective cluster nodes 
that collaboratively process the data by 
constructing the neural network. This paper aims to 
study and apply a formal evidence combination 
technique for mining forest data for detection and 
forecasting the forest fire. 

 

Fig. 1. Architecture of a Wireless Sensor 
Network 

The measured data viewed as input data consisting 
of feature vectors is input to the intelligent system 
which comprises of three different neural Network 
based classifiers. The classifiers used in this paper 
are Kohonen Learning network, Back propagation 
network and Radial Basis function network. The 
architecture of the intelligent system is shown 
below. 

 

Fig. 2. Architecture of  the Intelligent System 

The forest fire attributes such as Temperature, 
Humidity measured periodically by the sensor 
nodes are sent to the intelligent systems. The 
intelligent system which comprises of three 
different classifiers described above as 1, 2 and 3 
process the data   Each of the neural network 
classifiers provide beliefs for each class such as 

Sustentation and Cataclysm.These pieces of 
evidence are then combined to reach a final 
decision using Dempster’s belief combination 
formula (Liu Rujie and Yuan Baozong, 2000). In 
this paper, experiments are accomplished on forest 
data such as Temperature and Relative Humidity. 
The approach proposed above has two primary 
advantages. One advantage is that Robustness 
across multiple datasets with multiple classifiers 
and the second one is management of uncertainty 
in the presence of unequal error costs. In this paper, 
we considered temperature and humidity. Very 
high temperature and low humidity were the key 
factors for forest fire. Wind speed, vegetation type 
were not considered.  The remainder of this paper 
is organized as follows. Section II describes a brief 
introduction to the theory of belief functions and 
evidence. We then describe the three neural 
network based classifiers and uncertainty under 
section III. Section IV describes the proposed 
work. Section V describes performance analysis of 
this intelligent system. 

Description about dempster-shafer theory 

 
     We herewith present a brief introduction about 
Dempster - Shafer Theory (DST) or the theory of 
probable or evidential reasoning. In a finite space, 
the DST can be interpreted as a generalization of 
the Bayesian theory of subjective probability to 
handle uncertain information effectively. In 
traditional probability theory, it was found that 
evidence is associated with one possible event. But 
in the case of DST, evidence can be associated 
with multiple possible events. e.g., sets of events 
As a result of this added feature, evidence in DST 
can be meaningful at a higher level of abstraction 
without having to resort to assumptions about the 
events with in the evidential set. One of the most 
important features of DST is that the model is 
designed to cope with varying levels of precision 
regarding the information and there are no further 
assumptions needed to represent the information. 
We hereby explain the term Belief which is 
nothing, but a measure of trust or confidence that a 
particular event will occur (Ji et al., 1995). Let us 
consider the sources of evidence providing various 
degrees of support for the occurrence of event A. 
All degrees of support for event an are then 
combined to form a numerical measure of belief 
that event A occurred. A function which translates 
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degree of support to belief is known as a belief 
function as given in equation (1). Basic belief m 
(X) , that represents belief mass of some evidence 
for event X provided by the source of information 
under consideration has the following properties as 
disclosed  below. 

∑ m ( X ) = 1   Where X  Є   Ώ           ……… ...(1) 

m (Φ) =0                     ……. (2)  

Where, Φ is empty, Ώ represents the total event 
space and       m (X) is the mass of the event X. 
The belief function for an event A is given by the 
formula, 

Bel (A) = ∑ m(X)        ………. (2) 

 

Where, X Є A, A Є Ώ and Bel (A) is the belief of 
event A. 

     It is necessary to disclose that the theory of 
evidence deals with the evaluation of beliefs from a 
number of evidences and their combination[8].For 
example, Consider three sources of evidence  M ,N 
and P. Let the event space be Ώ = {A, B} The 
measure which is assigned by uncertain component 
of probability constitute exhaustive events. The 
formula for the belief of evidence M is disclosed 
below. 

Bel M ( A) + Bel M ( B) + Bel M (Uncertainty) = 1                        
                                                       ……………..(3) 
  
Similarly, for N and P sources of evidence, the formula 
is,  

Bel N (A) + Bel N (B) + Bel N (Uncertainty) = 1                                
                                                ………………….(4) 
 
     Bel P (A) + Bel P (B) + Bel P   (Uncertainty) = 1 

       ……………….. (5) 

Using the above formulae, a decision can be 
made based on the combination of these beliefs. In 
our approach, we are using the classifier output to 
form evidence and a decision such as Sustentation 
and Cataclysm forms an event. Thus, a possible 
event space is, Ώ = {Sustentation, Cataclysm}. The 
class Sustentation refers to the preservation of 
forest and the class Cataclysm refers to destroying 
the same. We are disclosing below a brief 
illustrations about the operations of three classifiers 

Kohonen Learning network Back propagation net 
work and Radial Basis function network. 

Neural network classifiers 

Neural networks are composed of simple elements 
operating in parallel. We can train a neural network 
to perform a particular function by adjusting the 
values of the connections (weights) between 
elements. Commonly neural networks are adjusted, 
or trained, so that a particular input leads to a 
specific target output. Here, the network is 
adjusted, based on a comparison of the output and 
the target, until the network output matches the 
target value. Typically many such input/target pairs 
are essentially needed to train the network. The 
procedure which is used to perform the learning 
process is called a learning algorithm. The training 
phase is nothing, but the network is provided with 
enough examples called training sets. Each training 
set consists of a list of input values and the 
corresponding output. Training data sets are used 
by the network to learn the mapping from the input 
data to the output. The method of learning is quite 
different for each network as disclosed below. 

Kohonen Learning Network Classifiers 
 

It is well known fact that Self-organizing in 
networks is one of the most significant topics in the 
neural network field. The Said networks can learn 
to detect regularities and correlations in their input 
and adapt their future responses to that input 
accordingly. It is known that the neurons of 
competitive networks can learn to recognize groups 
of similar input vectors, in such a way that neurons 
physically near to each other in the neuron layer 
respond to similar input vectors. This network 
allows one to project multi dimensional points to 
somewhat two dimensional network Kohonen 
Learning Networks are usually based on 
competitive learning and self organization. In the 
competitive learning , the output neuron of the 
network compete among themselves to be 
activated, with the result that only one output 
neuron is on at any one time. A self organizing 
map is nothing but the formation of a topographic 
map of the input patterns. In the map, the spatial 
location of the neurons in the lattice is indicative of 
intrinsic statistical features that are contained in the 
input pattern. 
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Radial Basis Function Network Classifiers 
 

A radial basis function (RBF) network is a popular 
alternative to the multilayer perceptrons (MLP). 
The construction of a radial-basis function (RBF) 
network involves three layers with entirely different 
roles. The first layer is composed of input nodes 
whose member is equal to the dimension m. The 
second layer is a hidden layer, composed of 
nonlinear units with a radial-basis activation 
function, and the third, output layer performs the 
network response to an input signal and 
conventionally consists of linear neurons. 

Back Propagation Network Classifiers 
 

In the Back Propagation Network, two distinct 
passes of computations are accomplished. The first 
pass is referred to as the forward pass and the 
second is referred as the backward pass. The 
network during forward pass generates some form 
of output and this output is compared to the target 
output, which leads to calculate the Mean Squared 
Error signal. The error value is then propagated 
backwards during the backward pass. A small 
change is made to the weights in each layer, which 
reduces the error signals. The above said process is 
repeated until the overall error value reaches 
threshold value and stabilizes. 

Uncertainty 
 

The Dempster-Shafer Theory can handle 
uncertainty effectively. Here, we use the class 
differentiation quality as the uncertainty 
measure[9].The motivation behind this idea is that 
the closer the values of beliefs for Z classes to each 
other, the more uncertain the classifier is about its 
decision. as the beliefs start spreading apart, it 
precisely leads to uncertainty starts decreasing. Let 
uncertainty be denoted as H (U)[9].If there are z 
classifications ,the distance between the belief 
values and the value 1/Z are evaluated. If all 
classes have the same distance then the ambiguity 
involved in the classification is the highest and the 
ambiguity involved in the classification is the least, 
if one class shows maximum possible distance. 

Proposed work 

In this paper, we perform pair–wise combination of 
classifiers. We first combine beliefs of back 

propagation Network classifier and Kohonen 
Network. In the next step, we combine the output 
of the first step with the evidence from the Radial 
Basis Function Network classifier. Let us assume 
that the Back Propagation Network classifier 
provides beliefs Bel_BPN (A) and Bel_BPN(B), 
where Bel_BPN is the belief provided by the Back 
Propagation Network .A and B are the two classes 
positive and negative under consideration. 
Similarly, Kohonen Network classifier provides 
beliefs Bel_KN (A) and Bel_KN (B), where 
Bel_KN is the belief provided by the Kohonen 
Network. Uncertainties of the above two classifiers 
are U_BPN and U_KN respectively. The product 
of Sustentation belief of one classifier and 
uncertainty of another classifier and vice versa are 
added to the Belief masses of the two classifiers. 
Similarly, the combined Belief from the first step 
and the Radial Basis Function Network classifier 
beliefs are combined. 

Performance analysis 

Test results were carried out on forest data (16) 
containing temperature and relative humidity 
collected by sensor nodes. The data sets which 
were used in this analysis were detailed below. The 
forest data has a total number of instances in this 
data set is 1001.There are four attributes such as 
minimum temperature, maximum temperature, 
minimum relative humidity and maximum relative 
humidity. Records which were disclosed belong to 
one of two classes. All the attributes take values 
between 0 and 4.The classes are sustentation and 
cataclysm and are denoted as 0 and 1 respectively. 
Out of 1001 records,519 records belong to class 
sustentation and 482 records belong to class 
cataclysm.600 data sets were used to train the 
network, 200 data sets for each classifier.401 data 
sets (in three groups of 100 each and one of 
101,totally 4 groups) were used as test sets. In the 
disclosed 4 test sets, 224 were class sustentation 
and 177 were class cataclysm. The table 1 shows 
the test results of forest data in the form of 
confusion matrix for four classifiers namely, Back 
propagation denoted by BPN , Kohonen Learning 
Networks as KN, Radial Basis Function as RBF 
and a combination classifier of Back propagation, 
Kohonen Learning Networks, Radial Basis 
Function  as BPN+KN+RBF. The class denoted in 
the confusion matrix by 2 corresponds to 
uncertainty classification. 
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Table 1.  Classification of forest weather data 
 

BPN KN 

 0 1 2  0 1 2 
0 214 5 5 0 201 12 11 
1 4 168 5 1 10 15 10 
RBF BPN+KN+RBF 
 0 1 2  0 1 2 
0 210 6 8 0 222 0 2 
1 4 164 9 1 0 174 3 

According to the results taken the accuracy 
calculation of four test cases are as follows.  

Table 2. Accuracy of all Classifiers 

 BPN 
% 

KN 
% 

RBF 
% 

BPN+KN+RBF 
% 

Test1 93 86.5 90.5 98 
Test2 95.5 90 93 100 
Test3 95 84 90 98.5 
Test4 96.4 84 86 99 

Overall accuracy of BPN classifier is 95% KN 
classifier is 86%, RBF classifier is 94% and the 
combination of BPN+KN+RBF classifier is 
98%.The combination accuracy is high compared 
to individual classifier. This type of combination 
may override the difficulties of false diagnosing 
and is found to be accurate. The overall accuracy 
of all classifiers is shown below. 

 

Fig. 1. Experimental  results of overall Accuracy 

Conclusion 

We have designed a method for classifying the 
forest fire data by combining multiple classifiers. 
We have designed the combination of evidences 
from three different classifiers using the Dempter– 
Shafer Theory. The combination approach shall 
definitely yield better classification accuracy. The 
combination approach is robust and reliable. The 

future work includes that this combination 
approach may be compared with other rules such 
as yager’s modified Dempster’s rule and Inagaki’s 
unified combination rule for better accuracy. Also, 
other classifiers are used for handling large data 
sets and better performance.  
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