
  

  

 
 

  
 

 
  

 
 

TIME SERIES ANALAYSIS OF

Department

ARTICLE INFO ABSTRACT
 

 

Malaria
social and
The objective
Kemissie
parameters
Kemissie
record 
on the
statistics
the month
small 
monthly
 
 
 

 
 

Copyright © 2019, Getahun Worku Babolet. This is
unrestricted use, distribution, and reproduction in any medium,
 
 
 

 
 

 
INTRODUCTION 
 
Malaria is worldwide and very common in
countries because it spread due to low social
conditions. The occurrence of malaria epidemics
more different races ethnic and age groups.
more geographic areas, which are sustainable
the anopheles’ mosquito. Globally, over 40%
population are infected by malaria.  In addition
million people exposed varying degree of malaria
100 countries. The tropical Africa, India and
are the parts of the world where malaria species
(Breman, 2001). Plasmodium falciparum the
malaria parasite and the principal cause of malarial
tropical Africa kills about 1 million infection
children each year, 90% of whom are from
Those who survive childhood plasmodium falciparum
acquire partial on full immunity infection that
through inoculation, without which acquired
compromised (Gallup and Sachs, 2001). In 2010
estimated 216 million cases of malaria worldwide,
91% were due to Plasmodium falciparum. The
cases 81% were in the African region followed
Asia (13%) and eastern Mediterranean regions
et al, 2001).  
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ABSTRACT 

Malaria is worldwide and very common in the developing countries
and economic conditions. This study was conducted in Kemissie

objective of the study was identifying the pattern of the 
Kemissie town. Moreover, the study identifies the most appropriate
parameters of the model, and forecast the expected numbers of
Kemissie town. The data used for this study was obtained from Kemissie

 office. These data recorded for 72 months of observations 
the prevalence of malaria. In order to analyze the dataset, descriptive

tistics is used. The result of this study shows that relatively large
month December, January, February, March and April, on the

 numbers of malaria infected seasonal. Furthermore, the 
monthly prevalence of malaria in Kemissie town SARIMA (0, 1, 1)
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In Ethiopia 74% of the land which
sea level favored the transmission
total population living in malaria
2001). The prevalence of malaria
to be high. The prevalence 
proximity of residence potential
occurrence of the disease among
children and would indicate that
area. Use of personal protection
treated. Mosquito nets should
control intervention should target
proximity to mosquito breeding
According to Ethiopian Minister
reports, Malaria control interventions
2002-2011 a total of 59,208 blood
malaria diagnosis in kola up, and
should target and 23,477(39.6%)
malaria cases were reported in
trend. Regarding the identified
plasmodium falciparum and plasmodium
75% of malaria morbidity, respectively.
in all age groups and sex, but
males were more affected. Despite
malaria attends in area, the highest
reported during spring seasons
malariais the most common
distribution among the age groups
Kemissie town. Similarly, 
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which is below 2000meter above 
transmission of malaria and 66% of the 

malaria area (Gallup and Sachs, 
malaria in Kemissie town was found 

 was strongly associated with 
potential mosquito breeding site. The 

among fewer than 5 years old 
that malaria is indigenous to the 

protection methods such as insecticide 
should be scaled up and malaria a 

target resident who are at closer 
breeding sites (EMoH, 2008). 

Minister of Health (EMoH, 2008) 
interventions should target are within 

blood films were requested for 
and malaria control interventions 

23,477(39.6%) microscopically confirmed 
in the town with a fluctuating 

identified plasmodium species, 
plasmodium vivax accounted for 

respectively. Malaria was reported 
but the 15-44-year age group and 
Despite the apparent fluctuation of 
highest peak of malaria case was 

seasons (EMoH, 2008). Even if 
common disease in Kemissie, its 

groups or sex are not well known in 
 there is no clear statistical 
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information whether their prevalence has been decreasing or 
not. The major objective of this study was to identify the 
pattern of the prevalence of malaria infection in Kemissie 
town. Specifically, this study identifies appropriate model and 
estimate the parameters of the model, forecast number of 
malaria infection for 24 months. 
 

MATERIALS AND METHODOS 
 
Description of The Study Area: The study was conducted in 
Kemissie town at Kemissie Health Center.  Kemissie town was 
located in Ethiopia, Amhara region which is special 
administrative center of the Oromia Zone far from 326 km to 
Addis Ababa, capital city of Ethiopia to the North direction. 
This town has a latitude and longitude of 10°43′N 39°52′E 
with an elevation of 1424 meters above sea level. 
 
Source of Data: In Kemissie town, prevalence of malaria was 
recorded in number unit per person daily basis. The data 
provide information on monthly and yearly malaria prevalence 
recorded in number unit per mans. This study was employeda 
secondary data obtained from the health center of Kemissie 
town. The data were recorded for 6years from years June 
20011-May 2018. 
 
Box-Jenkins ARIMA Process of Model Analysis: Box-
Jenkins forecasting models consist of a four-step iterative 
procedure as follows; Model Identification, Model Estimation, 
Model Checking (Goodness of fit) and Model Forecasting. The 
four iterative steps are not straight forward but are embodied in 
a continuous flow chart depending on the set of data under 
study. 
 
Model Identification (Selecting an Initial Model): The first 
task to determine whether the series is stationary or not by 
dealing plots, ACF and PACF graphs. If a time series is plotted 
looks like no evidence of a change in a mean and variance over 
time then we expected to the time series is stationary. If a 
graph of ACF of the time series values either cuts off fairly 
quickly or dies down fairly quickly, then the time series values 
should be well-thought-out stationary. If a graph of ACF dies 
down extremely slowly, then the time series values should be 
considered non-stationary. The autocorrelation of stationary 
data drops to zero relatively quickly, while for non-stationary 
data they are significantly different from zero for several and 
PACF will have a large pike close to 1 at lag 1. If the series is 
not stationary; it would then be converted to a stationary series 
by differencing. That is, the original series is replaced by a 
series of differences. An ARIMA model is then specified for 
the differenced series. Differencing is done until a plot of the 
data indicates the series varies about a fixed level, and the 
graph of ACF either cuts off fairly quickly or dies down fairly 
quickly. Once a stationary series has been obtained, then the 
form of the model to be used can be identified. 
 
Augmented Dickey–Fuller test (AD): Augmented Dickey–
Fuller test (AD) is a test for a unit root in a time series sample. 
It is an augmented version of the Dickey–Fuller test for a 
larger and more complicated set of time series models. The 
augmented Dickey–Fuller (ADF) statistic, used in the test, is a 
negative number. The more negative it is, the stronger the 
rejection of the hypothesis that there is a unit roots at some 
level of confidence. 
 

Phillips–Peron (pp.) test: The Phillips–Peron test is a unit 
root test. That is, it is used in time series analysis to test the 
null hypothesis that a time series is integrated of orders one. It 
builds on the Dickey–Fuller test of the null hypothesis in  
where  is the first difference operator. Like the augmented 
Dickey–Fuller test, the Phillips–Peron test addresses the issue 
that the process generating data for might have a higher order 
of autocorrelation than is admitted in the test equation - 
making endogenous and thus invalidating the Dickey–Fuller t-
test. Whilst the augmented Dickey–Fuller test addresses this 
issue by introducing lags of as regressors in the test equation, 
the Phillips–Peron test makes a non-parametric correction to 
the t-test statistic. 
 
White Noise (Pure Random) Series: This model is purely 
random process with sequence of independent and identically 
distributed variables. The white noise random model is given 
as with constant mean and variance 
 
Methods of Data Analysis: The data was analyzed by using R 
softwar statistical packages and information of time series 
analysis of trend, ACF, PACF and Box-Jenkins analysis 
computed (Hastie T, Tibshirani R & Friedman J, 2009). 
 
Box-Jenkins ARIMA Process of Model Analysis: 
Autoregressive, moving average (ARIMA) time series models 
is appropriate for time series of medium to long length at least 
50 observations is needed (Box and Jenkins, 1976). Model 
autoregressive, AR process with the series is linear aggregate 
of a finite number plus random shock at parameter.  
 

 
That is Moving average, MA modelis the current time series is 
linear and finite number of variable with random shock and at 
order. That is        
 

+          
    
ARM Amodel is the combination of the above two models 
with the respective to orders.  
 

 
ARIMA model is a model for non-stationary processes of data 
which is needed differencing to be stationary. That is 
 

 

 

 

Seasonal ARIMA Model 
 
This model, however, only takes in to account the 
autocorrelation at seasonal lags s, 2s, 3s …(Hamilton, 1994). 
Hence amore general seasonal ARIMA model of 
order(�, �, �) × (�, �, �) with period s is 
������(�, �, �)�(�, �, �) 
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Where � −  �������������� ��������� 
� −  ����� �� ���������� 
� − ������ ������� ��������� 
� −  �������������� ��������� ��� �������� 
� −  ����� �� ���������� ��� �������� 
� −  ������ ������� ��������� ��� �������� 
��, �� …  �� ��� Ф�, Ф� … Ф���� ����������� �� �ℎ� ����� 

Ф� ��� �� ��� �������� 
 
Box-Jenkins forecasting models consist the following three 
phases; 

 
Akaike Information Criterion (AIC): The final model after 
estimation can be selected using a penalty function statistic 
such as the Akaike Information Criterion (AIC), a measure of 
the goodness of fit an estimated statistical model. Malaria data 
set, several competing models may be ranked according to 
their AIC with one having the lowest information criterion 
value being the best. Generally, the AIC is calculated using the 
relation, 
 
��� =  2� −  2���(�) (10) 
 
 
Where k is the number of parameters in the statistical model 
 
Model Checking (Goodness of Fit): In this step, the model 
must be checked for adequacy by considering the properties of 
the residuals whether there siduals from an ARIMA model 
must have the normal distribution or should be random 
(Shumway and Stoffer, 2010).  
 
Use the Ljung-Box q statistic to test whether a series of 
observations over time are random and independent. In 
general, the Box-Ljung test is defined as Ho: the model does 
not exhibit lack of fit. The test statistic Q is given as; 
 

�� = �(� + 2) �
�̂�

�

� − �

�

���

~ ��� �
�  

 
where �̂� is the estimated autocorrelation of the series at 
lag k, and m is the number of lags being tested, n is thenumber 
of residuals, and m is the number of times lags is included in 
the test. 
 
Forecasting: Once a model has been identified and its 
parameters have been estimated, the next procedure is forecast 
for the future value of a time series. Forecasting with this 
system is the expected values. Confidence intervals may also 
be easily derived from the standard errors of the residuals 
(Brockwell et al., 2000). 

RESULTS AND DISCUSSION 
 
This section is about analysis and discussion about monthly 
data gained from Kemissie health center from June, 2004 to 
May,2010 as Ethiopian calendar, using R statistical software. 
 
Time series plot of data 
 

 
 

Figure 1. Time series plot of malaria infected for original data 
 

 
 

Figure 1. Monthly plot of malaria infected people 
 

ACF (Autocorrelation Function): From the figure 4 the 
autocorrelation function rapidly decreases from 1 to 0 and 
increase rapidly from 0 to 1at lag 1. This implying that the data 
is stationary but there is some seasonality. Regarding to partial 
autocorrelation function the graph rapidly decrease, indicate 
the data is stationary but there is some seasonality because the 
lags cutoff after some lag. 
 
Model Checking (Goodness of Fit): In this step, the model 
must be checked for adequacy by considering the properties of 
the residuals whether the residuals from an SARIMA model 
must have the normal distribution or should be random. An 
overall check of the model adequacy is provided by using the 
Ljung-Box statistic. 
 
Forecasting: We are going to forecast the number of people 
who infected by malaria for the next 24 months. Based on the 
overall results time series model for monthly prevalence of 
malaria of Kemissie town was adjusted, processed, 
diagnostically checked and lastly SARIMA model is 
established with a 95% prediction interval that can adequately 
be used to forecast 24 monthly malaria prevalence values. The 
number of malarial infected distribution in Kemissie is found 
to be relatively high from November to May and relatively 
from June to October. The appropriate time series model for 
the change of malaria is SARIMA (0, 1, 1) x (1,1,1) [12].  
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Figure 4. ACF and Partial ACF for malaria before seasonal differencing 

 
Table 1. Tests the results for original data 

 
Variables Tests  Dickey-Fuller& Dickey-Fuller Z(alpha) P-value 

Malaria Augmented Dickey-Fuller -4.7051 0.01 
Phillips-Peron Unit Root -33.967 0.01 

 

 
Figure 5. Plot of time series after seasonal differencing 

 
Table 2.Tests the results for seasonal differencing data 

 
Variables Tests  Dickey-Fuller& Dickey-Fuller Z(alpha) P-value 

Malaria Augmented Dickey-Fuller -2.3199 0.0445 
Phillips-Peron Unit Root -45.19 0.01 

         Generally using Augmented Dickey-Fuller Test and Phillips-Peron Unit Root Test the series is data stationary. 
 

Table 3. Behavior of the ACF and PACF for ARMA Models 

 
 AR(p) MA(q) ARMA(p, q) 

ACF Tails off Cuts off after lags q Tails off 
PACF Cuts off after lags p Tails off Tails off 

 
Table 4. Behavior of the ACF and PACF for Pure SARIMA Models 

 
 AR(p)s MA(q)s ARMA(p, q)s 

ACF Tails off at lags Ks,  K=1, 2 ,…   Cuts off after lags Qs Tails off at lags Ks 
PACF Cuts off after lags Ps Tails off at lags Ks Tails off at lags Ps 
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��� ������ ����� ��� 1 �� (� = 1) 
���� ������ ����� ��� 1 �� (� = 1) 
���� ������ ����� ��� 2 �� (� =  2) 

 
��� ������ ����� ��� 1(12) ��� (� = 1) 
���� ������ ����� ��� 1(12) ��� (� = 1) 

 
For ARIMA 

 
For Seasonal ARIMA 

 
Figure 6. ACF and Partial ACF for malaria of seasonal differencing 

 
 Candidate Models df AIC BIC 

1. ������ (1, 0, 1) � (1, 1, 1) [12] 5 677.7311 688.2028 
2. ������ (1, 0, 2)� (1, 1, 1) [12] 6 678.7488 691.3149 
3. ������ (0, 1, 1)�(1, 1, 1) [12] 4 670.7441 679.0543 

 
Table 5. Final Estimates of Parameters of malaria 

 
Type Coef SE Coef T P-value 

MA1 -0.5758 0.1524 -12.92     0.000 
SAR1 -0.2930 0.2128 -0.32     0.746 
SMA1 -0.5464 02772 -12.66     0.000 
Mean -0.1630    
Constant -1.0111 0.2119      -4.77     0.000 

 
Table 6. Forecasted value of malaria 

 
Year Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec 

2010      9.78 38.20 32.41     

2011 187.02 233.06 169.79 181.33 130 50 58.65 50.39 44.25 61.03 138.95 250.91 
2012 170 203.87 141.60 145.35     55.78 77.23 138.92 222.91 
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Generally, we conclude from the above time series analysis of 
the last model of malaria was fluctuation of disease Kemissie 
health center. 
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