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INTRODUCTION 
 
Natural language is a very important and ubiquitous part of 
human intelligence and society Natural Language Processing
(NLP) (Abney 1991). NLPis an artificial intelligence branch 
which has the ultimate goal to invent theories, so NLP gives 
computers the ability to understand the way humans learn and 
use language is the most challenge inherent in natural language 
processing (Abd-el-Kader and Souilem Boumiza
the automated approach to analyse text that is based on a set of 
theories and a set of technologies together 
Marcus 1995). The NLP tools and techniques parse linguistic 
input (word, sentence, text,) according to the rules of 
the language (like lexicon, corpus, and dictionary)
Abd-el-Kader 2014).  The Arabic alphabet counts twenty
letters (or 29 if we add the “hamza”). There is no difference 
between the handwritten letters and the printed letters; On the 
other hand, the letters have, a different shape depending on 
their position in words: isolated, in the beginning, in the middle 
or in the end (Miami and Etzioni 2003). Arabic language is 
considered to be a Semitic language with richness in 
morphology (Farghaly and Shaalan 2009).  Over the last few 
years, Arabic natural language processing (ANLP) has gained 
increasing importance; these applications had to deal with 
several complex problems pertinent to the nature and structure
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ABSTRACT 

paper aims to describe the called Arabic Questions Generation (AQG) system. It automates the 
process of generating questions fill in the blanks from Arabic texts, based on pre
pattern. The system as well uses Stanford Arabic Natural Languages Pr
generate a morphological tagged tree from the Arabic text, which then be matched with the patterns 
to form the question. The system provides the teacher with a Graphical user interface to facilitate the 
process of generating a test from the set of Questions, as it has many complex problems and issues in 
the Natural Languages Processing. The system useful for teachers for the generating questions 
automatically Instead of the manual method. It used to assessing learners’ achievements o
Grades were calculated based only on generated questions from The System Out of all grading 
criteria, The System less in the syntactic correctness of generated questions. The System did the best 
in Relevance. 
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of the Arabic language (Othman and Shaalan
issues in the ANLP in Classical Arabic (Verb, Subject, and 
Object) form is used, there are forms in dialects like SVO 
(Subject, Verb, Object this forms used in ANLP, and change 
the sentences structure and sometimes the meaning of the 
sentence (Chen and Gey 2003). 
 
Arabic language morphology is much richer than English 
(Ibrahim 2003). Arabic language is considered as the most 
category complex natural language 
Understanding Arabic requires the treatment of the language 
constituents at all levels morphology, syntax, and semantics 
(Lauert and Graessera 1992). Arabic morphology and syntax 
provide the ability to add a large number of affixes to each 
word which makes combinatorial increment of possible words 
(Graesser and Van Lehn 2001). Question Generation (QG) is 
important components in advanced learning technologies such 
as intelligent tutoring systems. QG is an essential element of 
learning environments, help systems, information seeking 
systems, and other applications (Chen and
benefit of QG is that it can be a good tool to help improve the 
quality of the Question Answering (QA) systems 
Chipman 2005). QG aims at generating questions from text and 
has become a vibrant line of research. Generating questi
is useful for knowledge assessment-related tasks, by reducing 
the amount of time allocated for the creation of tests by 
teachers a time consuming and tedious task if done manually 
(Saidalavi 2010). 
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The automatic generation of questions is an important research 
area potentially useful in intelligent tutoring systemsdialogue 
systems, and educational technologies. (Alqrainy et al., 2012) 
In Related work on question generation, Sneider (2002). used 
templates, Heilman and Smith (2009). Used general-purpose 
rules to transform sentences into question, and Saidalavi used 
Syntax and Keywords (2006). Parsing is defined as the process 
of identifying the structure of a specific sentence according to a 
given grammar. The term parser is used in cases where the 
sentences are made up of information units of any kind. 
Parsing Arabic sentences is a difficult task. The difficulty is 
due to the following reasons: first, the average length of an 
Arabic sentence is 20 to 30 words, and in some sentences, the 
number of words exceeds 100. Therefore, Arabic sentences, by 
nature, are long and complex. Second, the Arabic sentence is 
syntactically ambiguous and complex due to the frequent usage 
of grammatical relations, order of words and phrases, 
conjunctions, and other constructions such as diacritics 
(vowels), which is known in written Arabic as “altashkiil” 
(DeRose and Steven 1990). The syntactical analysis requires 
lexical (syntactical) information for each word in the sentence 
that needs to parse, such this information usually obtained from 
the output of a Part-Of- Speech (POS) tagger. POS tagging 
system is an important first step and an integral part for any 
parsing system. The aim of POS tagging system is to assign the 
lexical category (N: noun, V: verb: P: particle) to each word in 
the parsing sentences (Spector and Harrington 2012). Parts of 
speech tags of the Arabic language are Part of speech (POS) 
tags are widely used NLP tools and applications development, 
For Arabic, there is the Arabic Treebank tagset (Graesser and 
Chipman 2005). 
 
Arabic POS Tagging is the process of identifying lexical 
category of the Arabic word existing in a sentence based on its 
context (Abuleil 2004). The most used categories are noun, 
adverb, verb and adjective (Benajiba and Rosso 2008). There 
are three general approaches to deal with the tagging problem: 
Rule-based approach, Statistical approach, and Hybrid 
approach (Graesser and Lehn 2001). Named Entity 
Recognition (NER) is an information extraction subtask to 
classify proper names from unstructured texts into categories of 
names. NER task has been used to evolve many Natural 
Language Processing (NLP) subtasks, such as Information 
Retrieval and Question Answering (Saidalavi 2010). 
 
II.    PREVIOUS WORKS 
 
(Myller 2007) presented a way to automatically generate 
prediction questions during a program visualization 
automatically and a proof of concept implementation of it .also 
presented different types of questions that could be 
automatically generated with the same framework and ways to 
determine when those questions should be raised in order to 
support different ways of learning and testing, it seems that the 
activities performed by provide various example questions that 
could be automatically generated based on the data obtained 
during the visualization process. (Deeb 2012) Presented the 
system which aims to presentation an automatically generate 
questions given sentences, by using the dataset provided by the 
TREC 2007 Question Answering Track. dependent on filtered 
out important sentences from the dataset by following a target-

driven method and simplified the process by extracting 
elementary sentences from the complex sentences using 
syntactic information and Part Of Speech Tagging (POS).After 
classifying the elementary sentences based on their subject, 
verb, object and preposition, generated the questions 
automatically from them using a predefined set of interaction 
rules. (26)Present Development of computer aided 
environment for drawing (to set) fills in the blanks that can 
generate for given paragraph. The System finds fill in the 
blanks, blanking key generates from the selected statement. 
Syntactic and lexical features are used in this process. The 
System is developed in Java using JDBC which is open source. 
The system select important sentence from the given 
paragraph, and generate fill in the blanks question on them. 
Syntactic features helped in quality of fill in the blanks 
generated. (27) Introduces a system for a Fill-in-the-blank 
questions or cloze items, with generating cloze items for 
prepositions, and poses problems for non-native speakers of 
English. The quality of a cloze item depends on the choice of 
distract- torsbased on collocations and on non-native English 
corpora to generate distractors for only on word frequency. 
(28) Develop a system to generate questions automatically 
from large text corpora User questions. a comparison of the 
retrieval performance using only automatically generated 
questions and manually-generated questions 15.7% of the 
system responses were relevant given automatically generated 
questions, while 84% of the system responses were deemed 
relevant with manually-generated questions. 
 
III.    THE PROPOSED SYSTEM  
 
The proposed system was called Arabic Question Generation 
(AQG) system. It automates the process of generating 
questions from Arabic texts; it is useful for teachers for the 
generating questions fill in the blanks automatically Instead of 
the manual method. The system consists of four phases, and 
each phase contains some steps, the first phase is the pre-
processing phase, second phase is the Text processing, the third 
phase is the questions Generation, and the fourth phase is the 
Post-Processing, and each phase contains some steps. The 
proposed system structure illustrated in Figure 1 
 

 
First phase: Pre-Processing 
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This phase aims to validate input data and prepare it before 
processing text. The complex structure of Arabic language 
contains many issues. It has very complex morphology, such as 
a (Alhmza - Almadda - Diacritic- Tatweel). The end goal of 
this stage is to get pure text and remove diacritic and normalize 
Arabic characters and unify a free from of Alhmza. Also this 
stage contains a set of sub-stages which will be discussed in the 
following part. 

2 The First phase is illustrated in Figure 

 

The first phase is illustrated in Figure 2 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Question From The Proposed system  shown in table1 

 

 

 

 

 

 

 

 

 

 

The second phase is illustrated in Figure 3 

 

 

 

 

 

 

 

 

 

 

 

 

 

Second Phase :Text Processing 

This phase aims to Text Processingfor question generation 
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This phase consists of two stages main the first stage: Arabic 
Parsing and the second stage ANER (Arabic name entity 
organization). 

Third Phase :Questions Generation 

This phase aims to generated fill in the blanks questionsare 
where one or more words are removed from Arabic sentence 
and replace it with space. System has the property of diversity 
it is Generates more than a question of the same type to the 
same sentence. The numbers are identified by using 
expressions with using Regular Expressions. It is a way to 
extract information from the tree of the Arabic text. The system 
as well uses Stanford Arabic Natural Languages Processing  
(NLP) tools to generate a morphological tagged tree from the 
Arabic text, and a tool to extract the Pattern and model 
question. We use the Gazetteer Arabic Named Entity 
Reorganization (ANER) to find the entity type. For generated 
Arabic question fill in the blanks from Arabic sentence. 
 

The third phase is illustrated in Figure 4 

 

Algorithm: Generation Questions fill in the blanks from 
Arabic Sentence 

Algorithm// Question Formation algorithm Explains the 
procedures takes to form the question using the content. 
Templates generated. 

 

Illustrated in Figure 5 

 
 
Fourth Phase: Post – Processing 

These forth phase of the AQG System aims to Process the 
saved question from the previous phase and output the final 
question list. The system offer some additional features for the 
examiner to generate a complete exam, generate full questions 
and finally preview the result and save it to the hard disk. 
 
IV. EXPERIMENTAL RESULTS 

 
Application experience, "a sample of teachers of history, 
psychology professors, Computer, curricula and teaching 
methods in Damietta." Graphical user interface of the proposed 
system is shown in Figure (6)  
 
SYSTEM PERFORMANCE EVOLUTION 
 
Random sample was selected from the questions generated by 
the system. The system was tested by through the opinions of 
expert’s humans twenty (teachers of history, psychology 
professors, Computer, curricula and teaching methods). 
Statistical processing based on (suitable significantly, 
moderately suitable, appropriate degree weak, Inappropriate). 

 
 
 

 

 

  

Procedure ques Form (SentencesLst: text normalized sentences) 

QuestionsLst ← [] 

For each sentence in SentencesLst do 

 IF sentence contains digits”Date/Time” Then 

  Digits Value ← match (sentence, 
“\\s+\\d+\\s+”) 

  Remove date from sentence then 
generate question Fill in the blanks 
  questionsLst ← ADD (Question No, 
ques) 

End if 

 IF sentence contains Person Entity Then 

  Person Entity ← match (sentence, Per 
Gazetteer) 

  Remove that person from sentence then 
generate question Fill in the blanks 

 
  QuestionsLst ← ADD (Question No, 
ques) 

End if 

 IF sentence contains Location Entity Then 

  Location Entity ← match (sentence, 
LocGazetteer) 

  Remove that organization from 
sentence then generate question Fill in the blanks   
 questionsLst ← ADD (Question No, ques) 

End if 
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Fig.6. The Graphical user interface of the proposed system

 
In the light of the following Evaluation Criteria of questions 
generated by the system (Relevance
target،Syntactic،Variety،clearness)  

 
A sample of the results in Table 2. 
 

 
Evaluation 

Criteria 
Relevance Question 

Target 
Syntactic Clearness

Agreement 
% 

96.9% 94.8% 88.1% 95.8%

 

 
Fig.7. Sample of questionsfrom  the proposed system

 

Fig.8. Results for AQG from Arabic Sentences
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The Graphical user interface of the proposed system 

Evaluation Criteria of questions 
generated by the system (Relevance،Question 

Clearness Variety 

95.8% 89.3% 

 

Sample of questionsfrom  the proposed system 

 
 

Results for AQG from Arabic Sentences 

Conclusion 
 
In In this paper we presented a system to generated question 
fill in the blanks based on pre-generated corpus patterns. The 
system select Arabic sentence from the given text, and 
generated question fill in the blanks on them. It is Generates 
more than a question of the same type to the same sentence. 
The system as well uses Stanford Arabic Natural Languages 
Processing (NLP) tools to generate a morphological tagged 
tree from the Arabic text; we described the question 
generation method.  
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